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Myoglobin has been studied in considerable detail using different experimental and
computational techniques over the past decades. Recent developments in time-resolved
spectroscopy have provided experimental data amenable to detailed atomistic simulations.
The main theme of the present review are results on the structures, energetics and dynamics
of ligands (CO, NO) interacting with myoglobin from computer simulations. Modern compu-
tational methods including free energy simulations, mixed quantum mechanics/molecular
mechanics simulations, and reactive molecular dynamics simulations provide insight into the
dynamics of ligand dynamics in confined spaces complementary to experiment. Application
of these methods to calculate and understand experimental observations for myoglobin
interacting with CO and NO are presented and discussed.
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1. Introduction

The investigation of structural and dynamical properties of myoglobin (Mb) has a long
history in biophysical chemistry and biophysics. Starting from the early structural work
carried out by Kendrew and coworkers [1], Mb has served as a reference system. This
can also be explained by its paramount role in physiological processes. Mb is a small
globular heme protein that is primarily involved in storing and transporting oxygen
(O2) in muscle tissue. However, in recent years interactions of Mb and its mutants
with NO as a ligand have been studied both experimentally and theoretically [2–7]
due to the physiological importance of nitric oxide. In particular, attention has
recently been focused on the interaction of NO with heme proteins because of the
wide range of biological functions of this ligand [8]. NO is a key biological
messenger which is involved in numerous physiological processes, such as inhibition
of mitochondrial respiration, inhibition of the enzyme ribonucleotide reductase and
neurotransmission in the brain [9–11]. In many cases NO binding to iron atoms in
both heme and non-heme proteins seems to be involved.

The earliest experimental investigations of reactions between Mb and small mole-
cules, however, have focussed on the interaction with CO [12] and between hemoglobin
and CO [13]. They used flash photolysis to monitor the dissociation and rebinding of
the ligand. Pioneering studies by Austin and coworkers extended the earlier work in
temperature, time and dynamic range [2]. These studies found a number of barriers
that a ligand rebinding from the solvent has to overcome in approaching the heme
docking site. The barriers were found to differ for CO and O2. In part, these different
barriers were used to explain that, despite a 30 000 fold increased affinity of CO over
O2 to free heme, the binding of O2 to Mb under physiological conditions is greatly
enhanced. Further progress was made by improving the time resolution. Cornelius
and coworkers used picosecond time resolution to investigate the relaxation in nitrosyl-
hemoglobin [14]. By using infrared radiation, more details of the ligand motion
after photodissociation could be examined. It was found that, upon dissociation, CO
moves rapidly to the docking site where it remains on the ns time scale. From there,
the ligand can either rebind (geminate rebinding), or diffuse further through the protein
matrix [15]. Further improvements and new technologies finally allowed to measure the
infrared spectrum of photodissociated CO in Mb [16], and determine parts of the ligand
pathway after photodissociation [17]. Experiments on Mb interacting with ligands have
also been carried out in the liquid phase [18]. A variety of activation sources can be used
to investigate the response of the protein to an external perturbation. These include, for
example, optical studies (UV, infrared) or electron spin resonance (ESR). Structural
questions can be addressed using X-ray crystallography. Recently, the combination
of several methods (e.g. time-resolved X-ray crystallography coupled to infrared spec-
troscopy) [17] or further development of established methods (ultrafast X-ray diffrac-
tion) [19] have provided new and exciting insight into the dynamics of Mb. Other
developments include the application of temperature derivative spectroscopy (TDS)
with well defined heating and cooling protocols [20] that allow to populate
particular locations (internal cavities such as the Xe pockets [21]) of the protein
after photodissociation. Subsequently, the ligand’s properties and environment is
interrogated with conventional infrared radiation.
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Mb is an ideal protein for detailed computer simulations since its size is moderate
(153 amino acids, see figure 1) and some of the biologically relevant processes
occur on very fast timescales. A typical experiment is the photodissociation of the
ligand in which the Fe–C or Fe–N bond is broken using a laser pulse [16]. After the
dissociation, the ligand (CO or NO) moves very rapidly (ps) to a docking site where
it remains for extended periods of time, particularly for CO. Subsequent migration to
nearby protein pockets (the so-called Xe pockets [21]) happens on the ns time scale
which is still within reach of atomistic computer simulations. Valuable experimental
investigations report corresponding data on native and mutant Mb. Often, point
mutations lead to small, but important local changes in the protein environment.
If the ligand (CO or NO) is considered to be a probe for the protein environment,
simulations for the native and the mutated protein can give detailed information
about the quality of the atomistic model used. This is even more relevant since
all-atom simulations use conventional force fields [22–25] that can be expected to
correctly describe the average behavior of a protein but not necessarily finer details.
Thus, to a certain degree the most meaningful molecular dynamics simulations are
carried out for systems where differences in quantities upon small, controllable changes
can be monitored. Examples include differences in binding energies for a ligand to the
native vs. mutant protein, or structural changes in going from the native to a mutant
protein.

In the present review recent advances in the understanding of the structure,
energetics, spectroscopy and dynamics of Mb with the ligands CO and NO are
presented. Section 2 discusses computational methodologies that are used for such
investigations while in section 3 results of computer simulations are summarized and
compared with experiments. Also, extensions to established simulation methods are
described. A short summary and outlook conclude the review.

Figure 1. Overview of the active site of myoglobin. The Fe atom (green) is at the centre of the heme group
(wire frame), surrounded by different protein residues (in ball and stick) and the 8 helices (indicated by
ribbons). The ligand (CO) is photodissociated and the Fe atom is seen to be below the average heme
plane. The Fe is covalently bound to the proximal histidine, His93.

Computer simulations of myoglobin � � � ligand complexes 409

D
o
w
n
l
o
a
d
e
d
 
A
t
:
 
1
6
:
1
1
 
2
1
 
J
a
n
u
a
r
y
 
2
0
1
1



2. Computational methods

Computational work on elucidating and understanding particular observations on
myoglobin (and other proteins) can be largely divided into two categories: all-atom
simulations and simulations based on some reduction of the number of degrees of
freedom. In the latter, selected degrees of freedom are described using more or less
elaborate models while implicitly averaging over the remaining degrees of freedom.
They include coarse-grained models (which became popular recently) [26], or
approaches that are primarily used to extract kinetic data from experiment [27].
In the first approach, a force field is used to describe all internal degrees of freedom.
With this force field, molecular dynamics (MD) or Monte Carlo (MC) simulations
can be run. Subsequently, the trajectories or configurations are analyzed to calculate
experimental observables of interest.

2.1. Molecular dynamics simulations of complex systems

Computer simulations, and in particular molecular dynamics simulations, have become
an important tool to investigate structural, dynamical and kinetic aspects of complex,
high-dimensional systems [28, 29]. Conventional MD simulations use a parametrized
force field and propagate the Newtonian equations of motion starting from a set of
initial coordinates and (typically) random velocities [30]. Combined with special
techniques, such as umbrella sampling [31] or thermodynamic integration [32] a variety
of observables relevant to experimental work can be calculated.

Owing to the increased computational power available, improvements in treating
the intermolecular interactions beyond a conventional force field description
become possible. One possibility is mixed quantum mechanical/classical mechanical
studies [33–35]. QM/MM simulations have been used for investigations of biologically
relevant systems [36]. They decompose the system into a part that is directly involved
in the reaction and treat it by quantum mechanics, while the rest of the system is treated
by a molecular mechanics force field. Examples for the QM part are explicit ab initio
techniques (see, e.g. [37]) density functional theory, semiempirical treatments (e.g. AM1
or PM3), empirical valence bond theory (EVB) [38] or approximate valence bond theory
(AVB) [39]. However, even in the QM/MM framework high level QM approaches are
difficult to use due to the large amount of computer time required for dynamical studies
[40]. Yet another, although related, approach is to propagate the nuclear and electronic
degrees together, which is the method pioneered by Car and Parrinello [41]. Typically,
such calculations are carried out at the density functional level of theory (typically
B3LYP for QM/MM and BLYP for Car–Parrinello), because each time step requires
the integration of the electronic Schrödinger equation, either with an atomic basis set
(QM/MM) or with a plane wave expansion of the total electronic wavefunction and
possibly pseudopotentials [41].

Further improvements in force fields concern the inclusion of polarizability and
fluctuating charges [42] to describe the adaptation of a charge distribution to changes
in the environment. With point charges assigned to atoms it is not possible to correctly
represent the electrostatic potential of a molecule. For example, with two point charges
for the C and the O atom in carbon monoxide it is possible to describe the zeroth
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(total charge Q) and first (electrical dipole �) moment. However, at the equilibrium
separation of isolated CO (re ¼ 1:14 Å) Q¼ 0 and �¼ 0.06 ea0, which is very small.
The first not nearly vanishing moment in CO is the quadrupole moment
� ¼ �1:47 ea20 which can only be captured with a third point charge. This can either
be placed at the geometric or the mass centre of CO. In the particular case of CO
high level ab initio calculations have shown that the dipole moment changes its sign
around the equilibrium separation [43]. Thus, �(r) is a function of the CO separation
r which changes sign even for the ground vibrational state. These considerations have
led to the development of fluctuating and distributed point charge models [44].

Conventional force fields are useful to capture the structure of a protein and fluctua-
tions around it (such as experienced in NMR experiments or normal mode vibrations).
However, they are not designed (nor intended) to correctly describe finer details such as
the free energy difference between two thermally accessible states. In such a case it is
possible to remove particular terms from the force field and replace them with a
representation based on DFT or ab initio calculations. Such locally improved
(in quality) force fields combine the advantages of a conventional force field (rapid
evaluation of energies and forces, correct description of the overall geometry of a
complex system) with the quantitatively correct aspects of DFT or ab initio calculations
for reaction barriers or vibrational frequencies.

3. Results from computer simulations in the light of experiment

3.1. Structural features

The crystallographic structure of native, unligated Mb was solved in 1958 [1]. Also,
Mb was one of the first proteins for which the structure of a transient species could
be solved [45, 46]. This structure concerned photodissociated Mb �CO and directly
showed for the first time that CO occupies a metastable position above the heme
plane, some 3.5 Å away from the primary binding site, the so-called docking site B.
The structure also showed, as earlier studies on photodissociated Mb already had
indicated, that after photodissociation of the ligand, the Fe atom sinks into the
heme plane by about 0.4 Å and leads to so-called heme-doming. This structural
change is – in part – responsible for the observed barrier for rebinding of CO to the
heme. To restore the Fe–CO bond after dissociation, the Fe atom has to move back
to the heme plane to allow bond formation. Thus, the heme-doming mode has been
suggested to be a primary gating-mode to control the rebinding reaction [47].

Molecular dynamics simulations have been carried out for photodissociated CO in
Mb using the fluctuating point charge model [44]. From the trajectories it is possible
to investigate the localization of the ligand which can be represented as distribution
functions as shown in the lower part of figure 2. In the A state (with three spectro-
scopically distinct substates A0, A1 and A3) CO is bound to Mb (MbCO) while the
B state corresponds to photodissociated CO. The B state is located between two pyrrole
rings of the porphyrin, and lined by residues L29, F46, H64, T67, V68, and I107
(see figure 1). The maximum of the probability distribution is consistent with the
experimental observations [45, 46]. In detailed MD simulations it was found that the
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CO molecule can be localized to various degrees, depending on motions of the
protein environment. Previous simulations, which used the original three-point
charge model [48], found probability distributions that were spatially more
restrained [49, 50].

From figure 2 it can also be seen that escape to neighboring pockets (here Xe4) is only
possible if the protein motions are sufficiently large. The Xe4 pocket is known to be
populated by dissociated ligands and is defined through residues G25, I28, L29, G65,
V68, L69, L72, I107, and I111. CO was found in the Xe4 pocket in recent experi-
ments [51] and in atomistically detailed MD simulations [44, 52]. In particular, the
pathways discovered from simulations suggested that photolysed CO migrates from

Figure 2. Different CO rebinding paths between the bound states (A), the docking site (B) and various
internal cavities (Xe1, Xe4 and Xen (i.e. Xe2 and Xe3)). Solid lines indicate migration paths that have been
observed directly by experiment, the (- � -) arrows indicate the path followed in the umbrella sampling
path (lower part of figure), and (- - -) lines are further possible pathways. They include the A $ B $ Xe4
(for L29W) [27], the A $ B $ Xe4 $ Xe1 $ B $ A (for native Mb) [51, 80], the calculated A $ B $
Xe4 $ Xe3 (for native Mb, via ghost states) $ Xe1 $ Xe2 $ Xe1 [52], and the A$B$Xe1 (for
native Mb) [77]. Scott et al. have proposed a side-path scheme for MbO2 for which A $ B $ C competes
with A$ B$ S and C is not specified [103, 104]. The lower part of the figure shows an escape path from A
via B to Xe4 from MD simulations. Free energy profiles (such as the ones shown in figure 5) are
one-dimensional projections including all protein coordinates.
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the docking site (B) via the Xe4 pocket either further into other binding sites of Mb, or
back to B from where it can rebind. Thus, MD simulations are useful to investigate
metastable, transient states of ligands after photodissociation.

3.2. Interaction between ligands and protein

Depending on the atomistic detail required, models of varying complexity may be
needed to describe the protein–ligand interaction. In the bound state (MbXO for
X ¼ C and N) the Fe–X and the Fe–X–O coordinates are typically described with a
harmonic model while for the X–O stretching motion either harmonic or anharmonic
potential energy functions have been used [7, 53, 54]. Recently, two-dimensional
potential energy functions have been presented for bound MbCO [55] and
MbNO [56]. Both potential energy functions were fitted to analytical functions suitable
for molecular dynamics simulations. For MbNO the two coordinates included the
Fe–CoM(NO) distance (where CoM is the centre of mass of NO) and the angle between
the Fe–CoM(NO) and the NO vector. The functional form consisted of an angular
expansion in Legendre polynomials and radial strength functions V�ðRÞ

VðR, �Þ ¼
X10

�¼0

V�ðRÞP�ðcos �Þ: ð1Þ

The V�ðRÞ were represented by Morse functions which lead to an overall satisfactory fit
of the PES, to within 1 kcal/mol of the energies from DFT calculations. The choice of
this functional form was guided by the requirement that VðR, �Þ should correctly
describe the topology of the PES (depth and location of the minima) and allow for
rapid, repeated evaluations of VðR, �Þ and derivatives required for MD simulations.
The inaccuracies in the fitting are of similar order (or smaller) than the uncertainties
from the DFT calculations.

Such low-dimensional potential energy functions are usually calculated without
taking account of the protein environment. Thus, it is important to carry out test
calculations for stationary points including the electrostatic environment provided by
the protein. This can be done using QM/MM calculations. For MbNO it was shown
that the general topology of the PES is not changed although the barriers between
the stationary points may be different for the gas phase system compared with the
situation in the protein [56]. Nevertheless, PESs such as equation (1) allow to investigate
the dynamics in a complex environment in a more realistic fashion than is possible with
a conventional force field.

3.3. Vibrational spectroscopy

Vibrational spectroscopy of small molecules can provide a detailed understanding of
the (electrostatic and steric) environment surrounding that ligand. Thus, a dissociated
ligand can be used as a local probe. For such investigations infrared and Raman
spectroscopy can be used. In the case of MbCO much work has been carried out
for both the bound (A) and unbound (B) states. Less is known about the infrared
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spectroscopy of bound/unbound NO and O2. From a computational point of view
the infrared spectrum of a molecule can be directly related to the autocorrelation
function of the dipole moment time series �(t) [57]. Yet simpler, a normal mode
analysis provides an approximate picture of the fundamental frequencies of the
system [58]. This approach is covered in a number of recent publications [59–61].
Molecular dynamics simulations can also be used to follow energy flow and the
rate of cooling after photodissociation of the ligand from the heme. Insightful investi-
gations on energy redistribution in Mb have been carried out by Straub and coworkers
[58, 62–64].

MD simulations provide positions of atoms at every time step along a trajectory.
From the partial charges of the force field the total dipole moment M(t) of an entire
molecule or a relevant sub-group of atoms can be calculated. From this, the real-
time dipole–dipole autocorrelation function, C(t), is constructed. The infrared spec-
trum, C(!), is calculated from the Fourier transform of the time correlation function
CðtÞ ¼ h�ð0Þ�ðtÞi [57]. C(t) is accumulated over 2n time origins, where n is an integer
such that 2n corresponds to between approximately 1=3 and 1=2 of the trajectory.
This function can then be transformed using a Fast Fourier Transform with appropri-
ate numerical filters to minimize noise [30]. The final infrared absorption spectrum
is calculated by evaluating

Að!Þ ¼ ! 1� exp �!=ðkTÞ½ �
� �

Cð!Þ, ð2Þ

where k is the Boltzmann constant and T is the temperature in Kelvin. Numerical
experiments on simple systems have shown that the fundamental excitations calculated
from the classical dipole–dipole correlation function do not exactly agree with
solutions of the nuclear Schrödinger equation. In the case of CO, using the RRKR
potential by Huffaker [65] gives 2144.6 cm�1 for the fundamental excitation
(2143.3 cm�1 from experiment) while calculating the fundamental from the
Fourier transform of C(t) gives 2183 cm�1. This is a shift of about 40 cm�1 between
the quantum mechanically correct result and the frequency derived from the Fourier
transform of the classical dipole autocorrelation function. Previous investigations of
the infrared spectrum of photodissociated CO were based on electric field induced
vibrational frequency shifts [66, 67]. While the analyses give insight into the
overall Stark shift of the CO absorption and the location of CO after photodissociation,
both studies are unable to reproduce the observed splitting of the CO infrared
spectrum [16].

The averaged infrared spectrum of photodissociated CO in native Mb calculated
from several trajectories is shown in figure 3 together with the experimental
spectrum [16, 44]. The infrared spectrum of the dissociated CO reproduces the
experimentally observed splitting of the peak corresponding to CO in the docking
site. The origin of the splitting can be attributed to two different orientations of the
CO molecule within the docking site, with the splitting in almost quantitative agreement
with experiment. More recently, the time-resolved infrared spectrum and X-ray
diffraction of photodissociated 13CO in the L29F Mb mutant was measured [17]. In
this mutant the leucine (L) residue at position 29 is replaced by a bulky phenylalanine
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(F) (see figure 1). In contrast to experiments on native Mb it was found that the char-
acteristic infrared absorption band for CO changes profoundly in the case of the L29F
mutant. The split infrared spectrum, indicative of the population of different states (e.g.
conformational substates B1 and B2 which differ in the orientation of the CO [68, 69],
and possibly B3, which can only be populated by extended illumination in native
MbCO [70]) is fundamentally altered. For L29F the splitting in the infrared
spectrum disappears after approximately 100 ps while it persists for 100 ns for
native Mb.

Infrared spectra of CO in L29F calculated from a large number of 100 ps trajectories
exhibit two peaks separated by �15 cm�1. This corresponds favorably with the
time-resolved spectra presented by Schotte et al. taken between 1 ps and 100 ps,
which also show a dominant feature at higher wavenumbers and a smaller peak
roughly 15 cm�1 below [17]. The smaller peak disappears at longer observation times.
Since experimentally a decaying peak with a time constant of 140 ps is observed, it is
conceivable that the corresponding peak in the calculated spectrum should be smaller,
as is found to be the case. For the spectra calculated from five 1 ns trajectories
one single peak is obtained. This is also in agreement with experiments where, at
longer time scales (>100 ps), a single signal appeared which was assigned to CO
inside the protein matrix but not in the docking site at the edge of the distal heme
pocket. For the L29F mutant the CO molecule escapes from the distal pocket on a
time scale of a few ten to several hundred ps and diffuses into the neighbouring Xe4
pocket. The mutation at residue 29 sufficiently alters the nature of the docking site at
the edge of the distal heme pocket to induce this change.

Figure 3. [Colour online] Experimental (left) [16] and calculated (right) [44] infrared spectrum of photo-
dissociated CO from native Mb. The experimental spectrum is for 13CO while the calculated one is for 12CO.
Note that the energy scales are running in opposite directions. The calculated infrared spectrum reproduces
the two peaks observed experimentally, with a separation of 8 cm�1, in close agreement with experiment.
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3.4. Ligand migration and rebinding from around the active site

The dynamics of photodissociated ligands – in particular CO and NO – have been the
subject of intense experimental and theoretical work. Important questions concerning
this process can be summarized as: to where and on what time scale does the ligand
diffuse and what observable properties are associated with this process? Mutation
experiments play an important role in these studies because particular mutations
around the active site (e.g. V68L, V68A, H64L, L29W) [51, 71] have been shown to
modify pathways within the protein. In different Mb mutants access to the internal
Xe pockets is more or less facile or even completely blocked [51].

For MbCO the chemically bound state is typically referred to as the A state.
The binding site (B) is of major importance since after photodissociation (MbCO !
Mb� � �CO) it is rapidly populated. From there, the ligand can either rebind directly
or follow a largely unknown path within the protein to diffuse towards the solvent
from where it rebinds at much longer time scales [52, 72]. A pictorial
representation of ligand diffusion in Mb is given in figure 4. One possible, secondary
binding site in the neighborhood of site B is the Xe4 pocket [17, 21, 51, 52, 73].
For native Mb, experimental evidence for population of the Xe4 pocket by CO after
dissociation appears to be sparse. It is only recently that FTIR-TDS experiments
have found migration of photolysed CO from the primary docking site B to the Xe4
cavity [51]. This finding is supported by results from a 90 ns MD simulation of native
Mb� � �CO which shows that CO occupies the Xe4 cavity before migrating further in
the protein matrix [52], and by further, independent MD simulations [40, 44, 73].
Using time-resolved X-ray crystallography it has been found that the Xe4 pocket in
the L29F mutant is populated within about 1 ns after photodissociation [17]. 3 ns
after dissociation it is still populated while at 30 ns all CO molecules have moved out
of the Xe4 pocket, either back to the docking site or further to cavities such as Xe1.
For native Mb� � �CO the analysis of the data shows that the rebinding dynamics
is non-exponential at low temperatures and extends over timescales ranging from
ps to s. At longer time scales CO is expected to diffuse to sites further away from the
heme and to escape to the solvent from where it rebinds at much slower rates [2, 74].

Figure 4. [Colour online] Qualitative representation of ligand diffusion in Mb (from [80]). The cross-section
shows the positioning of the cavities and the heme plane relative to each other. His93 (see figure 1) binds from
below (near the Xe1 pocket).
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At room temperature the rebinding process becomes exponential in time with a
rebinding constant of the order of 100 ns [2].

Experimentally, the rebinding dynamics of CO after photodissociation has been
studied extensively for native Mb and for various mutants under different condi-
tions [27, 75–77]. In the experiments one observes the number N(t) of ligand molecules
that have not rebound at time t after photodissociation. Usually, rate constants (kXY)
are extracted by fitting a set of first order kinetic equations which describe transitions
between stable and metastable states X and Y visited by the ligand during the rebinding
dynamics [27, 51, 74, 76, 78]. For native and mutant MbCO three bound substates
and a number of intermediate states after photodissociation have been identified
directly and indirectly [27, 51, 79]. In many cases, the identity of the intermediate
states (B, C, D) is not explicitly specified [74, 76, 78] but over the past few years
evidence has been accumulated that B is the docking site and C is related to one of
the internal Xe pockets [17, 27, 40, 80]. Recently, a sequential three-well model was
convincingly fitted to rebinding data for the L29W mutant [27]. In this case, structural
information was also available to correlate the metastable states with docking sites
within the protein.

The rebinding of NO to Mb is much more rapid than for CO, and non-exponential
at all temperatures [81]. Rapid and slow rebinding times ð�r and �sÞ vary between
28–280 ps and 5.3–133 ps depending on the experimental setup and the data analysis
[81, 82]. Although all experiments on NO rebinding to Mb carried out to date agree
on the existence of multiple time scales it is remarkable how much the results differ.
Thus, the model for unravelling the underlying reaction scheme to interpret the data
is important. A graphical representation of possible ligand pathways is sketched in
figure 2 (see also [83]). After photodissociation the ligand diffuses to the docking site
B and subsequently migrates via internal cavities (in an as yet largely unspecified
sequence) to either escape into the solvent or geminately rebind from one of the internal
cavities.

Complementary to the existence of secondary binding sites within Mb, it was sug-
gested that heme relaxation may be involved in the observation of the non-exponential
rebinding times. This hypothesis was captured in a remarkable theoretical model
proposed by Agmon and Hopfield [84]. They considered two coordinates, a protein
configuration coordinate x and the Fe-ligand separation r, to describe a qualitative
two-dimensional potential energy surface. Thus, the protein is treated with a single
coordinate. This bounded diffusion model is a simple kinetic model which couples
ligand migration (r) and protein relaxation (x) and allows to describe the transition
from inhomogeneous (distributed rebinding barriers) to relaxation dominated kinetics.
The model was recently refined and applied to a range of Mb mutants in different
solvents [71]. In essence, the model solves the Smoluchowski equation subject to
particular initial conditions and yields activation energies ED which describe the
rebinding barrier. As an example, fitting the experimentally measured survival
probability of photodissociated CO for native Mb in trehalose to the bounded diffusion
model, ED ¼ 6:5 kcal/mol was found. This compares with ED ¼ 4:3 kcal/mol from an
earlier application of a slightly modified theoretical model to wild type sperm whale
Mb in trehalose [85]. Conversely, the classical study by Steinbach and coworkers
found a conformationally averaged effective barrier Heff ¼ 4:5 kcal/mol for wild type
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Mb at 300K [75]. In an effort to generalize the Agmon and Hopfield model, Šrajer and
coworkers have discussed an explicit dependence of the interaction potential on the
heme-doming coordinate [47]. Using experimental constraints, model parameters
were determined to best reproduce the measured kinetic data. These studies assumed
a simplified, low-dimensional potential energy surface to describe the rebinding process.
As studies on MbNO have shown, both effects (existence of secondary binding sites and
distributed barriers due to internal relaxation) are likely to contribute to the observed
rebinding dynamics [7]. In summary, the efforts described so far used reduced
dimensionality (2D or 3D) models [47, 71, 84] to fit the survival probability after
photodissociation or did not carry out the rebinding explicitly [7].

Recently, alternative approaches have been pursued to investigate the rebinding
dynamics. They independently address two difficulties in all-atom simulations of
ligand binding: the time scales involved and the description of chemical reactions in a
force field-based framework.

The timescale problem: for rebinding of CO to Mb the timescales involved (�100 ns)
are still too long to collect meaningful statistics from atomistic simulations. One
possibility to address this problem uses the Smoluchowski equation [86, 87] which is
generally accepted to describe ligand diffusion in a protein matrix [71, 84, 88]. In one
dimension R, diffusion is described as

@pðR, tÞ

@t
¼

@

@R
DðRÞe��GðRÞ

@

@R
e�GðRÞpðR, tÞ
� �

: ð3Þ

Equation (3) describes the decay of a non-equilibrium distribution pðR, t ¼ 0Þ to the
equilibrium peqðRÞ governed by the free energy profile (FEP) G(R) and a (position
dependent) diffusion constant D(R). To solve equation (3) the discrete approximation
(DA) is used [89]. Depending on the roughness [90] of G(R) computationally more
efficient algorithms than the simple DA are available [91, 92].

The free energy profile G(R) (which is also called potential of mean force (PMF)) can
be calculated from MD simulations using umbrella sampling methods [31, 93].
In umbrella sampling, MD simulations are carried out to collect statistics ni for given
intervals ��i along a particular reaction coordinate � using a biasing potential
Vð�Þ ¼ kið�� �0i Þ

2. Here, ki is the force constant and �0i is the value around which
the reaction coordinate should be restrained. Associated free energies G(�) are extracted
from ni via fðiÞ ¼ �kT ln ni þ c, after subtracting the biasing potential. Here, k is the
Boltzmann constant, T is the temperature, and c is an arbitrary constant. The constant
c is calculated as the value which minimizes the functional min

P
ið f2ðiÞ � f 01ðiÞÞ

2
� �

in the
overlap region i of two adjoining windows. f1ð j1Þ and f2ð j2Þ are sets of points in the
first and second interval and f 01ð j1Þ ¼ f1ð j1Þ � c, respectively. In more than one
dimension the preferred method to join statistics for adjoining windows is the weighted
histogram method (WHAM) [94].

For the rebinding of a ligand to Mb two free energy surfaces are required: one for the
bound state (MbCO) and one for the photodissociated state (Mb� � �CO). Since
the coupling in the crossing region is small [95] the two FESs can be diabatized
and the lower diabat governs the rebinding reaction. The bound and unbound
state dissociate to two different asymptotes and their energy difference � is only
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known approximately. The value of � cannot be measured experimentally and only be
calculated for model systems. As an example, in heme� � �CO it was estimated between
5 kcal/mol [96] and 10 kcal/mol [55]. Two examples for diabatized FESs are shown
in figure 5. For native MbCO the FEP has two local minima, one for the ligand in
the B site and one for the Xe4 pocket. The mutation L29F leads to a much flatter
FEP. Solving the Smoluchowski equation for different initial conditions on the two
FEPs leads to very rapid dynamics for the L29F mutant while rebinding for native
MbCO occurs on timescales of several 10 to 100 ns, depending on the value of �.
Because for native Mb the inner barrier HA B ¼ 4:3 kcal/mol is lower than the outer
barrier HB Xe4 ¼ 7:8 kcal/mol, rebinding from Xe4 is much slower. Also, since for
the forward barrier HB!Xe4 � HA B, population of the B state can equally well
rebind to A and diffuse further away to Xe4 from where it rebinds on much longer
timescales. For �¼ 4.0 kcal/mol the experimentally observed �¼ 100 ns is found.
�¼ 4.0 kcal/mol gives an inner barrier of HA B ¼ 4:3 kcal/mol, in quite good
agreement with an experimental estimate of Heff ¼ 4:5 kcal/mol [75]. On the other
hand, the flat FEP for the L29F mutant supports the very rapid dynamics found
in MD simulations [40] and in experiment [17].
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Figure 5. [Colour online] Free energy profile, G(R), from umbrella sampling calculations for CO rebinding
in native (Trace 1) and L29F mutant (Trace 2) Mb as a function of the distance R between the heme-Fe and
the carbon atom of CO. The inset shows the roughness of the FEP around the docking site B. Forward rates
kij ¼ exp ½��Gij=kT� are calculated for neighbouring points xi and xj to construct the rate matrix [91]. The
profiles 1 and 2 are very different in their barriers which govern the rebinding dynamics.
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It is important to note that, by construction, a FEP from umbrella sampling
contains ‘information’ from all degrees of freedom of the protein. On the other hand,
the technique of umbrella sampling may overestimate certain barriers because for
each window the entire system is allowed to exhaustively sample low energy structures
for the particular value of the driving coordinate. This can lead to local rearrangements
on the time scales of the sampling (50 to 100 ps) which may not be possible in the
experiment.

Reactive molecular dynamics: Even more fundamentally, there are no computation-
ally feasible, accurate implementations of reactive molecular dynamics. As mentioned
earlier, while QM/MM methods are an attractive method to investigate reactive
processes in complex systems, the computational effort to cases in which many degrees
of freedom are involved in the reaction itself becomes computationally prohibitive.
On the other hand, approaches such as empirical valence bond (EVB) [38] or approx-
imate valence bond theory (AVB) [39] require experimental data for fitting certain
parameters of the model. Thus, a new methodology has been developed and extensively
tested to follow the rebinding of NO to Mb after photodissociation. The ‘reactive
molecular dynamics’ (RMD) method identifies a crossing of two multidimensional
potential energy surfaces and carries out the crossing between the two PESs over a
finite time window [97]. During the crossing, energy and force terms are mixed and
smoothly varied between the two energy manifolds. At the end of a crossing (which
typically occurs over 10 fs) the system has moved from one PES to the other.
Importantly, recrossings are also possible. This can be seen in figure 6 where a
trajectory starting on the unbound state (blue trace) close to a configuration of the
Fe–ON metastable state crosses (A) to the bound state surface (red trace) and relaxes

Figure 6. Rebinding trajectory, from reactive molecular dynamics simulations [97], of photodissociated
NO from native Mb projected onto the two-dimensional bound state MbNO potential energy surface.
The trajectory starts on the unbound state (blue, position A). After a few time steps a crossing between
the bound and the unbound PES is found and the trajectory continues on the bound state PES (red). After
sampling the Fe–ON configuration (�¼ 0), a crossing is found (B) in an approximately T-shaped Fe–ON
conformation and the trajectory crosses to the unbound state. Extensive sampling of the unbound state leads
to a final crossing (C) and relaxation into the global Fe–NO minimum follows.
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into the Fe–ON minimum. Through energy exchange the system is allowed to reach the
transition state region between Fe–ON and Fe–NO (the global minimum) and recrosses
(B) to the unbound state. After a considerable time the trajectory finds another crossing
(C) to the bound state surface after which it finally relaxes into the Fe–NO minimum.

Because the rebinding of NO to Mb occurs on much faster time scales [81, 82]
(ps time range) than the one for CO [75], MbNO is an ideal test system for explicit
rebinding simulations. An analysis of several thousand trajectories established
that the rebinding probability p(t) as a function of the time t after photodissociation
is nonexponential in time, in agreement with experiment and previous simulations
[2, 7, 81, 82]. The time constants from a double exponential fit are 3.8 and 18.0 ps
(see figure 7) which is in qualitative agreement with experiments, which yield 28 and
280 ps [81] or 5.3 and 133 ps [82]. For the unbound state the fluctuating three-point
charge model was used [98] while for the bound state a two-dimensional PES for the
interaction between heme and NO is available [56]. As for MbCO, the asymptotic
separation � between the bound and the unbound potential energy manifold is
unknown and treated as a parameter. The simulations suggest that the observed
nonexponential rebinding dynamics of NO to Mb is governed by a time-dependent
rebinding barrier at short times after dissociation while at longer times a distribution
of potential energy barriers due to the occupation of several locations within the
protein arise.

Figure 7. Statistics on the rebinding probability from 6000 rebinding trajectories [97]. A single exponential
fit (red) can not reproduce the rebinding probability, while a two-exponential, a stretched exponential, or a
power-law all fit equally well. The inset shows the distribution of recrossing geometries as a function of the
Fe–CoM(NO) separation and the Fe–NO angle.
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In addition to the time course of the rebinding reaction it is also possible to
investigate other aspects of chemical reactions. For example, it is interesting to analyse
the ‘reactive configurations’ of a high dimensional system. For this, the Fe-ligand centre
of mass separation and the Fe–NO angle at the crossing points are considered. Figure 7
shows that the rebinding reaction from the bound to the unbound state (or vice versa)
in MbNO is characterized by a wide seam. Thus, there is a large number of ‘reactive
configurations’ although the majority of reactive events occurs near the minima of
the bound PES.

4. Conclusion and outlook

Even almost 50 years after the solution of the X-ray structure and the first flash
photolysis experiments, myoglobin remains an interesting and challenging protein to
investigate. Over the years it has developed into a model system for chemists, physicists,
biologists and researchers working at the interfaces of these disciplines. Many intrinsic
properties of proteins (flexibility, ligand recognition, catalysis, regulation of activity)
have been observed in myoglobin which provided a wealth of experimental data.
Because of this, myoglobin is nowadays one of the first systems to which new
experimental and theoretical techniques are applied. One recent example is
time-resolved X-ray crystallography [17, 99].

One of the challenges to theory and experiment alike is to provide a coherent picture
of the inner workings of myoglobin (together with its ligands) over wide temperature
(few K to 300K) and time (fs to s) ranges. Paramount to computational studies
will be the development of new and refinement of established techniques to address
the problems that have been highlighted in the present work. As has become
clear, the close collaboration between experiment and simulation can provide the details
necessary to understand one of the best characterized proteins [58, 100]. Furthermore,
computer simulations including all degrees of freedom, preferentially carried out in full
solvation (water and other solvents) over long time scales will add to our understanding
of ligand migration in Mb.

Until now, the application of dedicated numerical methods has shed light on the
metastable structure of photodissociated CO, the infrared spectroscopy of dissociated
CO (split line) and NO (no splitting), and the time course of the rebinding reaction
using either coarse grained (Smoluchowski) models or explicit rebinding dynamics
simulations. Much more remains to be discovered and understood and there are numer-
ous opportunities for meaningful, dedicated and accurate computational investigations.
Challenging questions concern the detailed understanding of the selectivity of Mb of O2

over CO including the dynamics of ligand entry into the protein, or the function of Mb
within Hb (which is a tetrameric hemeprotein with a heme prosthetic group identical
to that of myoglobin). On the very rapid time scale (femtoseconds), the interplay of
electronic and nuclear degrees of freedom during the photodissociation event, is
poorly understood and presents a real challenge in non-adiabatic reaction dynamics
[101]. Finally, the observation of low frequency heme-modes [102] presents an
ideal opportunity to refine the force fields and to further investigate energy flow
within Mb [64].
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